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ABSTRACT  

The techniques of machine learning are commonly used in classifying breast lesions, as they 

can improve the mammogram accuracy in detecting malignant masses. One of the top causes 

of death for women remains breast cancer. Early diagnosis can facilitate adequate treatment 

and reduce morbidity and mortality. Screening for cancer via mammogram can be an efficient 

method to detect breast lumps at an earlier stage. The main difficulty occurs during cancer 

detection and the distinction between a diagnosis to check whether a patient has a malignant 

or benign type of disease. Machine learning algorithms such as K-Nearest Neighbors 

classifier help solve this problem by providing high accuracy performance. K-Nearest 

Neighbors is one of the machine learning algorithms used to enhance the diagnostic accuracy 

of the mammogram. This paper reviews some recent studies that highlight K-Nearest 

Neighbors accuracy, as a machine learning algorithm, in diagnosing cancer of breast. 

 

INTRODUCTION  

Machine Learning (ML), is a kind of Artificial Intelligence (AI) which allows 

a machine to learn by providing a set of data in order to get information via 

experience without excessive programming [1], [2], [3], [4], [5]. The 

objectives of ML are to allow machines to make predictions, do clustering, 

extract association rules, or make decisions from a data set. Classification 

strategies are most useful for the selection of approaching instances, based on 

certain patterns and constraints [6]. ML methods include absolute 

conditionality, boolean logic, and unconventional optimization approaches to 

make construct prediction models and patterns [7]. Depending on the data 

used and their availability [8]. ML consists of four stages: data collection, 

model selection, model training and model testing [9]. In the process of 
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machine learning, a machine is trained with data to make a decision for similar 

cases [19]. It is applied in many sections e: g; object recognition, network, 

security, and healthcare. In the field of oncology, machine learning can be 

used effectively to differentiate a malignant lesion from a benign one [11]. 

One of the most common malignancies worldwide is breast cancer (BC), 

which is a leading reason of death among women [12]. BC is the common 

disease in women in the real world. It is a cancer that develops in female 

breast cells by spreading into the body's surrounding tissues [13], [14], [15], 

[16]. However, the mortality figures for this disease have been declining, 

thanks to better diagnosis and management [17]. Earlier diagnosis can 

improve the survival rates in BC patients [18]. There is no recent association 

between ML and cancerous diseases, since it was used for decades to classify 

many types of malignancies, including breast cancer. ML is widely accepted 

as the system of choice for BC pattern recognition and prediction modelling 

[19]. After being suspected, BC can be diagnosed using the mammogram 

which is a very effective tool as it can detect a breast lesion (a mass or a 

microcalcification) even two years before being felt by the patient [20], [21], 

[22], [23]. The diagnosis of such lesions, however, may be missed owing to 

distraction or fatigue while interpreting the mammogram report. As such, 

automatic classification via Computer-Aided Diagnosis (CAD) is important. 

This can help health care professionals to properly describe a mass or a 

microcalcification. It has been found that CAD can improve cancer diagnosis 

by up to 77% [24]. This can be done with the use of advanced techniques, 

including AI [25]. An algorithm was developed using K-NN, which analyzes 

the mammographic dataset to predict breast tissue malignancy using 

predefined features. A set of data is reserved for the algorithm to train, 

allowing the remaining values to test for accuracy [26]. K-NN is one of the 

easiest types of classification method, it is a supervised learning method used 

to diagnose cancer, heart disease [27], and hepatitis [28], [29]. K-NN is 

relatively simple and effective classification algorithm when compared to 

other algorithms [30], it is non-pragmatic algorithm i: e; does not need the 

assumption for distributing data [31], [32], [33]. It classifies the case study 

directly by the samples in the data set and thus, does not require a training 

process [34], [35], [36].  It's an easy supervised learning algorithm for pattern 

recognition. K-NN algorithm stores all cases and categorizes new cases 

dependent on similarity measures; searches the pattern space for the k training 

tuples nearest to the unknown tuples. Performance relies on the optimum 

number of neighbors (k) chosen, which varies from one data sample to 

another. After the above-mentioned points, this review will focus on the usage 

of the K-NN algorithm as a classifier for mammogram images and how 

accurate is it in identifying sinister breast lesions. In this review, we tried to 

search for the latest studies focusing on the efficiency of K-NN as an ML 

algorithm in predicting BC. In addition, a detailed explanation of the 

approaches, data sets, and findings- achieved in this studies-are compared. The 

rest of the paper is structured as follows: section 2 contains ML algorithms, 

section 3 consists of mammogram processing stages, section 4 contains related 

work of the subject, in section 5 comparison and discussion of the findings are 

explained, and in section 6 the review is concluded. 
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Machine Learning Algorithms for Classification of Breast Cancer 

 

The main types of ML are supervised learning (SL) and unsupervised learning 

(USL). Briefly, SL needs training with labelled data that has inputs and target 

output [37]. In comparison to SL, USL does not need labelled training data, 

and the environment only contains inputs without desirable goals [38]. In SL, 

this method can be described as a problem of classification and regression. 

The role of classification leads to a learning process which categorizes the data 

into a number of finite classes [39]. In the field of regression problems, the 

learning function maps the data to a real-value variable. Consequently, the 

value of the predictive variable may be calculated for each new sample based 

on this method [40]. The classification model is used for discrete value 

problems, although the regression pattern is used to make choices on 

continuous value problems [41], [42]. Clustering is a typical form of USL 

activity in which you try to identify groups or clusters to describe data objects. 

On the basis of this method, each new sample may be allocated to one of the 

established clusters with common characteristics that they shared. Suppose, 

for instance, that we have collected patient records relating to breast cancer 

and attempt to predict whether a tumor is malignant or benign, depending on 

its size. The ML problem will be referred to as an assessment of the likelihood 

that the tumor is malignant or not (If YES=1 or NO=0) [43], [44]. The 

analysis of classification in statistics is broad, and there are many types of 

classification algorithms that you can use depending on the dataset you are 

dealing with. The most popular algorithms for ML such as (Naïve Bayes (NB), 

Support Vector Machine (SVM), K-NN, Random Forest (RF), Decision Tree 

(DT) [45]. As shown in Figure1. ML types. 

 

 
Figure 1 Types of ML [46]. 

 

The most common form of cancer among females is BC [47]. It is reported 

that one in eight women is at risk of developing a breast tumour in their 

lifetime [48]. Generally, cancer lesion is made up of a vast number of 

malignant cells. The rest of the breast is made up of fat, connective and 

lymphatic tissue [49]. Cancer cells may spread locally or to distant parts of the 

body, referred to as metastases [50]. Early diagnosis and prevention are 

essential approaches to reduce BC mortality [51]. A mammogram is a useful 

tool for early diagnosis of BC. Computerized processes have recently proven a 

fantastic tool in giving a second opinion to radiologists on the detection of BC 



 
 BREAST CANCER DIAGNOSIS BASED ON K-NEAREST NEIGHBORS: A REVIEW      PJAEE, 18 (4) (2021) 

1930 
 

[52], [53]. Researchers have used CAD methods to diagnose breast tumors and 

to detect microcalcifications [54], [55], [56], [57]. A mammogram is a 

diagnostic instrument used to classify breast cancer, first developed by Bob 

Eagan in 1950, with a high mammogram inside an emulsion film achieving a 

low kVp (Peak kilovoltage). A mammogram is much more effective than a 

physical examination to locate abnormal masses in the breast. The 

categorization of image anomalies is carried out by image processing 

techniques to provide effective measurement of abnormalities. as shown in 

Figure 2. calcification(a), circumscribed masses (b), speculate masses(c), ill-

defined masses (d), architectural distortion(e) and, asymmetry (f). 

 

 
 Figure 2.  abnormalities commonly found on mammogram [58]. 

 

Mammogram processing stages 

 

Masses and calcifications have been the most common anomalies for BC [59], 

[60]. CAD strategies by processing and analyzing mammogram images can 

help the mass detection and classification by the radiologist. Image processing 

as shown in Figure 3 includes (preprocessing, segmentation, feature 

extraction, feature selection and classification). First, the mammogram images 

are extracted from databases such as Mammographic Image Analysis Society 

(MIAS) database is used [90], then the mammogram images go through these 

stages: 

1) Preprocessing: This the first step of image processing. It must be done 

on digitized images in order to minimize noise and improve the quality of the 

image. Segment the breast and improve the quality of the images. 

2) Segmentation: This stage is used to classify anomalies containing 

suspicious regions of interest (ROIs). In general, the segmentation of images is 

a way of separating the image into homogeneous areas, but the unity of no two 

adjacent areas converts homogeneous. Segmentation strategies can be divided 

into two different groups (a) regional and (b) contour-based approaches [61], 

[62]. 

3) Extraction phase: Here the features are determined from the 

characteristics of the ROI. When choosing a feature, the best features are 

selected to eliminate false positives and to distinguish lesion forms. 

4) Feature Selection: Is a selection of a smaller feature subset that 

contributes to the largest value of any classifier performance function [63]. 

5) Classification stage: Ultimately, the false positive reduction and the 

lesion classification are carried out at this stage on the basis of the 

characteristics selected [64]. In the application of CAD, classifiers play an 

important role. 
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Figure 3 classification processing stages [65] 

 

Segmentation 

 

For mammograms, segmentation is mainly concerned with the extraction or 

removal of pectoral muscles, breast tumor lesions, microcalcifications, 

Suspected region or mass of the breast, and region of interest from the image. 

Clusters of microcalcification are actually tiny granular deposits of calcium 

that appear in a mammogram as bright spots. In dense tissues, they are 

difficult to notice. To increase the accuracy of classification, they are expected 

to be segmented from mammograms. Depending on the typical view used 

during mammography, the presence of pectoral muscles is also an issue in 

mammogram image perception. It is popular to use medieval oblique (MLO) 

and cardio candle (CC) views. The appearance of the pectoral muscle in the 

case of an MLO view is a right-angled triangle, while in the case of a CC 

vision, it is semi-elliptical around the breast. They are often thick with 

elevated contrast, and often thin with low contrast [66]. They are needed to be 

segmented to make a hurdle to the automated identification of lesions. Due to 

the complexity, shape, and homogeneity of the surrounding tissues, 

segmentation of the pectoral muscles is difficult. To address the limitations of 

conventional approaches, a large number of methods are suggested. As shown 

in Figure 4 visually, a shape-shifting silhouette reflects the removal of the 

pectoral muscles [67]. 

 
 

Figure 4  pectoral muscle segmentation [68] 

In addition, segmentation of a region of interest and abnormal mass areas 

allows cancer detection and diagnosis by radiologists. Also, their isolation 

increases the designation's precision. 
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Feature extraction 

 

We measure several features related to the geometry and texture of the 

boundary and its neighboring areas after segmenting the mass of the ROI. We 

recognize that there is a round, smooth, well-circumscribed boundary of the 

regular, benign mass, whereas the borderline of a malignant tumor is usually 

speculated, rough, and blurred [69]. Therefore, to describe the masses as 

benign or malignant, we may use a boundary evaluation. We investigate both 

geometry and texture characteristics. After segmenting the mass of the ROI, 

we calculate several features related to the boundary's geometry and texture 

and its neighboring areas. We know that the typical benign mass has a round, 

smooth, well-circumscribed boundary, while the boundary of the malignant 

tumor is typically spicules, rough, and blurred. Therefore, to describe the 

masses as malignant or benign, we can use a boundary examination. Consider 

both the properties of geometry and texture [70]. Geometry features: To 

explain the shape of the mass contour, the geometry features are extracted. 

These are calculated from the segmentation's boundary pixels. Texture 

features: The texture information of the region around the mass boundary also 

provides useful information to differentiate between malignant or benign 

masses, in addition to the mass contour's shape information. Hence, for the 

mass classification, we also use the texture features [71], [72]. 

 

 K-Nearest Neighbors classifier 

 

 K-NN technique is one of the earliest and easiest ML classification algorithms 

[73], [74]. K-NN Classifier is a well-known way of discriminating between 

healthy and diseased cases after selection of features. [75], [76], [77]. 

However, it also generates competitive outcomes, and in some cases, when 

cleverly combined with prior experience, the state-of-the-art has improved 

considerably [78]. The K-NN rule categorizes each unknown instance in the 

training set by a majority marking among its nearest K-NN neighbours. Its 

performance is also crucially dependent on the distance metric used to define 

the most immediate neighbours. Most K-NN classifiers use simple Euclidean 

metrics to quantify the difference between examples represented as vector 

inputs in the absence of prior information. In addition to the conventional 

distance method, such as Minkowski, Chebyshev, the other suggested distance 

measurement formulas include Xing distance calculations [79]. The Euclidean 

distance is calculated as shown in the following formula. 

 

 
Where an example is described as a vector                      ,   Is the 

dimensionality of the input vector, that is the number of example attributes.    

Is an example     attribute,    this is the weight of the     attribute,   is from 

1 to  , the smaller           Are the two examples more relevant. A majority 

vote of its nearest k neighbors must choose on the class label given to the test 

example. 

 

                           (  ,   ) =     (  (  ) −   (  ))2 
 =1                      (1)  
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Where    is an example of a test,    is the one of the nearest neighbors to the 

training set,        ) shows whether    refers to class   . Equation (2) 

indicates that a class with the majority of its members in the nearest k 

neighbours will be the predictor. For example, if the 5-nearest neighbor 

algorithm is made a classifier, a category belongs to three of the five most 

close neighbours of the case and the other two belongs to category Two. We 

can assume that the test example belongs to class one. The technique is 

utilized the closest neighbours algorithm if the class label of the sample is 

obtained only by identifying its nearest neighbors (NN) [80]. K-NN assumes 

that the conditional probabilities of the class are locally stable and that large 

dimensions gain from bias. K-NN is an incredibly versatile classification 

system that does not require any training data to be pre-processed. It is unwise 

to use the same K-NN algorithm to choose the class labels of all test examples 

by specifying the same number of close neighbours. The enhanced k-NN 

algorithm should therefore focus on finding the required k, the number of its 

nearest neighbours, to get its possible class label for each test example [81]. 

   

  K-NN algorithm steps 

 

1) Enter the set of data and split it into a set of training and testing. 

 

2)  From the test sets, choose an instance and measure its distance from 

the    

         training set. 

3)  In ascending order, list the distances. 

 

4)  The class of the instance is the most specific class of the first 3 

training instances (k=3) [88]. 

 

K-NN algorithm is like the rest of the algorithms, has its benefits and 

drawbacks as shown in Table 1[82], [83], [84]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                  𝑦    =   𝑔 𝑚   𝑦   ,  𝑘  
 ∈𝑘𝑁𝑁

                            (2)    
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Table 1: Shown the benefits and drawbacks of K-NN 

 

 
Related work 

 

K-NN was used in BC prediction as to the classifier. In this review study, we 

discuss several recent works about K-NN. The kinds of related work on K-NN 

approaches are summarized in Table 2. 

 

Mohamed et al. [85] used Mammograms from the Automated Mammography 

Screening Database (DDSM). The three kinds of extracted features are 

isolated from the shape of masses, texture, and wavelet features. After 

removing features that are previously listed, the T-test algorithm is used to 

select the most appropriate features. It's an easy way to find essential features. 

Classification is the process of defining which extra observation belongs to a 

set of classes, depend on a set of learning data containing observations of 

which the class group is identified. Finally, a distinction is made between the 

three classifiers are K-NN, Artificial Neural Network (ANN) and SVM. The 

ANN has the best performance of 98.9 %accuracy, 100 % sensitivity and 97.8 

%specificity. 

 

Diaz et al. [86] used 110 breast mammograms are taken from Mini MIAS 

(Mammographic Image Processing Society), a segmented image of the breast 

mammogram that has been through the step of pre-processing. Then, use the 

First-Order extraction feature (FO) to extract the feature. Since the extraction 

feature's value has a diversity of values, the normalization process is 

performed to set the resulting value to the required range, which will become 

the basis for the K-NN classification method. The results achieved where the 

Highest accuracy values are found when the value of K = 5 has an accuracy of 

91.8% for cross-validation classification and K= 15 with accuracy of 91.8 % 

without cross-validation. 

 

MurtiRawat et al. [87] proposed the model that trained and tested on the 

Wisconsin Breast Cancer Diagnosis (WDBC) data set taken from the 

University of California, Irvine (UCI) machine learning repository. Pre-

processing of data was performed, then Principal component analysis (PCA) is 

Benefits Drawbacks 

 The training process is speedy, and the cost is 

zero. 

 Computationally, it's very costly. 

 Simple and fast to execute. 
  It's very sensitive to unrelated features  

 It copes with the noise data. 
  It's a lazy algorithm that needs more time to 

run. 

 And convincing if the training data are 

immense. 

 • It takes a considerable amount of memory 

that stores all the training examples. 

 The algorithm is successful in computing more 

than one class label for an unknown instance. 

 The estimated cost is high as the distance of 

each instance to all training tests is needed for 

a computer, and the value of K must be 

determined. 
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use to extraction of features, and the number of components used in PCA is 17 

after the analysis of the dataset. After using PCA, three models (K-NN, 

Logistic Regression (LR) and Ensemble Learning) are used to identify the 

type of tumour, i.e., benign or malignant. There are 5 ML algorithms used in 

Ensemble Learning: LR, K-NN, Linear Discriminant Analysis, SVM and RF 

Classifier. Hard voting is used in Ensemble Learning, which estimates the 

outcome based on the highest majority of votes. After evaluating the results 

using the confusion matrix, K-NN gave the accuracy of 98.60 per cent, and the 

Ensemble Learning Technique of 5 ML Algorithms (LR, K-NN, Linear 

Discriminant Analysis, SVM and RF Classifier) provided 99.30 % accuracy. 

From the result, the ensemble learning model achieved the best accuracy. 

 

Amrane et al. [88] define two separate classifiers: The NB classifier and the 

K-NN classifier for breast cancer. Based on a study of N examples and their 

groups. Then, divided the data for cross-validation and testing stages. The 

training phase in K-NN is non-existent. Compare each new instance, every 

time. To classify a new model's outcome, measure the Euclidean distance 

between the sample and all points in the training phase. Similarly, for NB, the 

data collection was split into test and training sets. The training process 

consists first of separating the set into two separate sets: D is the presence of 

the tumor, and T is a set of test features and then separating the D set into two 

groups of malignant and benign. They considered the mean, standard deviation 

for every function. Set T, then set D for every class. And ended up with a 

description of each function and class that we're going to use for classification. 

A comparison between the two new implementations and an assessment by 

cross-validation of their accuracy. Results display that K-NN provides the 

highest accuracy (97.51%) with the minimum error rate compared to the NB 

classifier (96.19 %) on the Wisconsin Breast Cancer datasets (WBCD) 

datasets since their goal and challenge in the classification of BC it is to build 

precise and accurate classifiers. 

 

Chaitanya et al. [89] proposed SL strategies are used to remove features that 

describe cancer and distinguish cancer images from regular mammogram 

images, a mammogram taken from DDSM. Initially, the supervised model is 

trained by extracting 13 characteristics from a dataset of 30 images. The 

extracted features of the image for test are similar to the features extracted 

from the training data to identify cancer tumors in the image and classify 

them. SVM and K-NN are used for classifying. Based on the analysis, the 

system is capable of producing the highest classification accuracy with K-NN. 

Using image processing techniques on the Matlab platform, the mechanism for 

detection and classification of breast cancer is suggested. The cancerous breast 

image and the classification results displayed in the Graphic User Interface 

(GUI) window can be successfully defined by the proposed mechanism. In this 

paper, an initial examination of the patient's symptoms could be supported by 

the chatbot environment advanced by using dialogue flow. The sample 

environment outcomes are depicted. 

 

Htay et al. [90] used mammogram images from the MIAS database. To 

enhance the quality of the image's pre-processing stage, use a median filter to 

eliminate noise, then cropping is performed on the image. The Otsu threshold 
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would then be used for the segmentation of the breast area on a non-uniform 

background. The extraction mechanism depends on the first-order statistical 

and Gray Level Co-occurrence Matrix (GLCM) focused textural features 

extraction methods, following the threshold of the images. Finally, all objects 

are categorized, whether they are healthy or abnormal, using the k-NN 

algorithm. The accuracy of the k-NN is 92%. 

 

Laghmati et al. [91] used Wisconsin Dataset for Breast Cancer (BCWD) 

dataset is multivariate and contains 569 cases. The BCWD introduced CAD 

techniques; 32 statistical attributes between inputs and outputs are grouped 

together. The Neighborhood Component Analysis (NCA) mechanism is used 

to identify unnecessary features to eliminate as several characteristics as 

possible and therefore pick the most important ones. Finally, many data 

mining methods. k-NN, DT, Binary SVM, and AdaBoosting, are used to 

identify the tumour as benign or malignant. The predictive highest accuracy 

was for the k-NN model, the best specificity was 98.86 % for the binary SVM 

algorithm, and the highest predictive sensitivity was achieved for both the 

Adaboost models and k-NN. 

 

Mostafa et al. [92] presented a polynomial pixel fitting technique within the 

Region of Interest (ROI) to obtain a original set of features that can be used to 

distinguish between normal and abnormal cases. These recommended features 

are depending on polynomial fittings for pixel strengths along the longest axes 

beginning from the focus point of each ROI. In this paper, as compared to 

many other previous works used by several feature sets, few features were 

used. Different methods have been used to reduce dimensionality, which could 

complicate the system and require a high computational cost—noting that the 

coefficients obtained from a polynomial with degree one are the best 

coefficients to classify normal from malignant ROIs using either K-NN or 

ANN classifiers. The highest accurate identification accuracy is 96 per cent for 

K-NN classifiers and 92 per cent for ANN classifiers. The suggested 

techniques have been extended to 50 case studies of 'BAHEYA Foundation for 

early detection & Treatment of BC. 

 

Saraswathi et al. [93] used mammographic from MIAS. Then, the image is 

pre-processed using the median filter, and the ROI is segmented by using the 

Otsu threshold method.  Feature extraction is achieved by using the (GLCM) 

ROI features that were then added to the classifier. In this CAD scheme, 

classifiers such as SVM and KNN were used, and performance metrics were 

evaluated. The accuracy of the SVM classification is 95.7%, and the 

sensitivity is 0.91, which is better than the KNN classifier.  

 

Vaturi et al. [94] suggested to develop a model for detecting and correctly 

classifying a tumour with high precision. To do this, compare SVM with five 

other ML Algorithms, namely DT Classifier (CART), NB, Linear 

Discriminant Analysis (LDA), LR, and K-NN. ML Algorithms are known for 

their efficiency in the classification of data and are therefore commonly used 

for diagnostic purposes in the medical field. We evaluated the efficiency of 

SVM using precision, recall, ROC area, and accuracy estimates. The best 

performance was obtained by the SVM method, which resulted in the highest 
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accuracy. Find that ML techniques provide a better understanding than other 

image processing techniques. ML techniques provide various probabilistic and 

statistical methods to identify and detect different dataset patterns. Out of 

these six ML algorithms, we find that SVM has the highest accuracy of 98% 

when applying the 3-fold cross-validation method. Then, LR and LDA 

followed, which gave the accuracy of 97.23 % and 95.73 %, respectively. 

Since SVM, LDA, and LR algorithms produce significantly more outstanding 

results than the others. 

 

Bharat et al. [95] define many ML-algorithms SVM, DT CART, NB, and k-

NN for the prediction of cancerous using images from WBCD. The dataset is 

also trained with the other algorithms: NB, K-NN, and CART, and each 

algorithm performs differently depending on the dataset and the parameter set. 

For the general strategy, the K-NN technique has achieved the best results 

compared with NB and CART. Additionally, SVM is an excellent predictive 

technique when using the Gaussian kernel is the most appropriate technique 

for the recurrence/non-recurrence prediction of breast cancer. 

 

Gbenga et al. [96] evaluated the efficiency of eight (8) ML algorithms (SVM, 

k-NN, Radial Based Function (RBF), Simple Linear Logistic Regression 

Model (SLR), NB, AdaBoost, Fuzzy and DT-J48) in WBCD datasets. The 

comparison was made in terms of performance and efficacy of these methods 

using accuracy, FPR, TPR precision and F-measure to evaluate the algorithm 

with accuracy. SVM has the highest results with an accuracy of 97.07 %and 

the minimum error rate compared to RBF (96.49 %), SLR (96.78 %), NB 

(96.48 % &), k-NN (96.34 %), AdaBoost (96.19 %), Fuzzy to Role Induction 

algorithm (96.78 %) and DT-J48 (96.48 %). 

 

Slam et al. [97] presented Compare five SL strategies called SVM, K-NN, RF, 

ANN, and logistic regression. Used of WBCD from UCI ML database. The 

performance of the research was calculated with accuracy, sensitivity, 

specificity, negative predictive performance, false-negative rate, false-positive 

rate, F1 Score, Matthews Correlation Coefficient. The findings show that the 

ANNs have achieved the best accuracy, Precision, and F1 scored 98.57 

percent, 97.82 percent, and 0.9890 percent, respectively. 

 

Tiwari et al. [98] demonstrate different models that are implemented as LR, 

SVM, K-NN, multi-layer perceptron, ANN, used the dataset from the 

repository of Kaggle repository. Every algorithm has been measured and 

compared with respect to accuracy and Precision obtained. The result showed 

that SVM and RF Classifier are the best predictive analyzes with an accuracy 

of 96.5 %. Deep learning algorithms such as CNN and ANN have been 

applied to improve the accuracy of predictions. The highest accuracy ANN 

and CNN is 99.3 % and 97.3 %, respectively. 

 

Singh et al. [99] suggested model is intended for binary classification Images 

of histopathology of breast cancer. The model includes Preprocessing, 

extraction, training, and testing of functionality, and Classification of the 

publicly available BreakHis dataset. Results of the proposed model measured 

by Precision, Precision, remember, F-score. The accuracy is going out to be 
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92.3 % with an SVM cubic classifier. It is noted from the review that the 

magnification factor decreases the accuracy of the model. In the future, 

researchers proposed focusing on soft computing methods and the role of 

magnification in the classification model. 

 

Mohan et al. [100] used data from the CBIS-DDSM dataset. The image is 

initially pre-processed, and then features for further classification are extracted 

from it using a 2D median filter, noise is eliminated. The features are extracted 

using the extraction techniques of the local binary pattern (LBP) and GLCM. 

After that, by using SVM and K-NN as classifiers. The result indicates the 

accuracy of SVM and K-NN is 96% and 100%, respectively.    

 

Priyadharshini et al. [101] used four different classification methods such as 

SVM, NB, K-NN, and ANN for breast cancer detection. The dataset is 

imported into these algorithms, and the data is pre-processed. To train and 

analyze the data, the data is then divided into 8:2 ratios. Prediction is made 

after testing and training. The algorithm is tested in terms of accuracy using 

true negative, true positive, false positive and false negative values and reports 

on classification using the f-score, precision, and recall. The experimental 

findings show that the method of ANN offers greater accuracy, lesser error, 

and higher f-score than other algorithms.  

 

Table 2:  main characteristic of reviewed study 

 

Refer

ence 

Year Method

s 

Dataset Feature 

selection 

Feature 

extracti

on 

Result Accur

acy 

[93] 2017  S

VM  

 K

-NN 

MIAS   GLCM The 

classifi

cation 

accurac

y is 

higher 

for 

SVM 

classifi

er than 

the K-

NN. 

SVM:  

95.7%  

[96] 2017  R

BF 

  

SVM 

  

SLR 

  

NB 

  

KNN, 

AdaBo

 699 

instanc

es-UCI 

Probabilit

y 

technique 

   SVM 

has the 

greatest 

result 

with 

the 

highest 

accurac

y. 

SVM: 

97.07

% 
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ost, 

Fuzzy 

and 

DT-J48 

[88] 2018  K

-NN 

 N

B 

683 

samples

-            

UCI   

Probabilit

y 

technique 

    K-NN 

achieve

d 

higher 

efficien

cy. 

Howev

er, even 

NB has 

good 

accurac

y, if the 

dataset 

is 

larger, 

the 

KNN‘s 

for 

running 

time 

will 

increas

e. 

K-NN: 

97.51

% 

 

[85] 2018  A

NN 

 S

VM  

 K

-NN 

250 

mamm

ogram-

DDSM 

T-test 

algorithm 

Wavele

t 

transfor

m 

ANN 

classifi

er 

proved 

to be an 

efficien

t 

techniq

ue 

when 

compar

ed to 

other 

alternat

ives in 

the 

literatur

e. 

ANN: 

98.9% 

 

[90] 2018  K

-NN 

120 

images-

Mini-

MIAS  

   GLCM K-NN 

classifi

er made 

a high 

accurac

K-NN: 

92% 
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y 

predicti

on. 

[95] 2018   

SVM  

 D

T 

(CART

), NB, 

k-NN 

  

357 

data 

set-

WBCD 

features 

that are 

calculate

d from a 

digitized 

image of 

a fine 

needle 

aspiration 

(FNA) 

biopsy 

 SVM 

has the 

best 

result 

than 

other 

algorith

ms. 

SVM: 

92% 

[86] 2019  K

NN  

110 

mamm

ogram-

Mini-

MIAS  

   Texture 

analysis 

 The 

result 

shows 

that the 

classifi

cation 

without 

cross-

validati

on 

achieve

d the 

highest 

accurac

y when 

k is 

fifteen 

but 

from 

the 

efficien

cy side, 

the 

highest 

accurac

y when 

using 

cross-

validati

on 

when K 

is five. 

K-NN: 

91.8% 

(cross-

validat

ion) 

[89] 2019  S

VM  

 K

-NN 

30 

images-

DDSM 

   Contras

t 

Correla

tion 

The K-

NN 

algorith

m 

K-NN: 

97% 
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 achieve

d a 

higher 

accurac

y result 

in 

differen

tiating 

normal 

and 

cancero

us 

breast 

image 

[92] 2019  K

-NN 

 A

NN 

50 

CESM 

images 

BAHA

YA 

foundat

ion 

   Curve 

fitting 

The 

accurac

y 

results 

for 

KNN 

and 

ANN 

were 

96% 

and 

92% 

respecti

vely.  

K-NN 

:96% 

ANN: 

92% 

[87] 2020  K

- NN 

 L

R 

 E

nsembl

e 

Learnin

g  

 569 

instanc

es -

WDBC  

Statical 

technique 

Correlati

on 

coefficie

nt 

PCA Ensemb

le 

Learnin

g 

techniq

ue of 5 

machin

e 

learnin

g 

algorith

ms 

gave 

the 

highest 

perform

ance. 

 

Ensem

ble 

learnin

g: 

99.30

% 

[91] 2020  K

-NN 

 D

T 

 B

 569 

instanc

es- 

BCWD 

 NCA     k-NN 

is the 

best 

model 

in term 

K-NN: 

99.12

% 
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inary 

SVM 

 A

daboost 

of both 

accurac

y and 

sensitiv

ity, 

BSVM 

is the 

best 

model 

with 

the 

highest 

specific

ity 

[94] 2020  S

VM 

 D

T  

  

NB 

   

LR 

  

LDA 

 K

-NN 

569 

instanc

es-UCI 

   PCA  The 

best 

perform

ance 

was 

achieve

d by the 

SVM 

method 

resultin

g in the 

highest 

accurac

y. 

SVM: 

98% 

LR: 

97.23

%  

LDA: 

95.73

% 

 

  

 

COMPARISON AND DISCUSSION  

 

Table 2 introduced different authors using the different dataset, K-NN with 

other algorithms, result and accuracy of the technique. Using of K-NN with 

other techniques in previous studies will be discussed in more details in this 

section. Mohamed et al. demonstrated that the performance of the ANN 

Classifier is improved with the increase in the number of features that reach 

the highest precision than K-NN accuracy. The approach discussed in [87] 

obtained an accuracy of 98.60 % using K-NN, 97.90% using LR and 99.30% 

using Ensemble Learning. Data which have applied to the database helped to 

improve the training of ML models and to function more specifically and also 

notified the interactions among the attributes. Researchers in [95] noted that 

the performance of the SVM is greatly enhanced by using standardized data as 

input to the SVM classifier. Since SVM, LR and LDA algorithm generate a 

massively higher result than the K-NN, it is important to examine these 

algorithms and try to achieve better results. Furthermore, ML methods have 

been used in [96] to identify and test the dataset and used the 10-fold cross-

validation test, which is the method used to analyze the predictive models that 

split the original set into a testing sample to train the algorithm, and the test set 

for its evaluation. It is because k-NN is a lazy learner, and not much was 

learned during the training process, compared to what can be learned in other 
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algorithms that generate their models. The k-NN is referred to as a lazy 

algorithm since the training data phase is not used for generalization. Simply 

stated, there is no obvious stage of training, and, if it occurs, it is extremely 

small. The efficiency of K-NN is, therefore, less. Similarly, in [86] the K-NN 

accuracy is 91.8% after character extraction using six statistical measurements 

of the first-order method, namely mean, smoothness, standard deviation, third 

moment, uniformity and entropy, the K-NN image classification procedure 

will operate well. In order to achieve high precision values for the training and 

classification process, the cross-validation strategy used in k-fold cross-

validation with a fold or cv is five. Cross-validation is a mathematical 

technique; it is typically used to verify and validate learning algorithms or 

models by partitioning data into a learning set to train the model and test set to 

evaluate it. K-fold cross-validation is the basic method, one of the K partitions 

used as a validation package. There are more complex ways of cross-

validation. Even after the extraction value of the function had been 

normalized, and the following is the distribution of the values of each feature 

shown on the basis of the mean, minimum and maximum values. In order to 

improve K-NN performance, checking with various extraction features may 

also be considered.  

 

On the other hand, some researchers have suggested ways to resolve the 

limitations of K-NN problems, K-NN achieved the best accuracy results when 

compared to other algorithms. It is observed in [89] that SVM and K-NN have 

been used to separate cancer images from normal images. In order to improve 

K-NN performance Checking with various extraction features may also be 

considered seeing the ability of the classification results with the K-NN 

classification processor with other techniques. In addition, [90] compared 

first-order statistical features and (GLCM) feature extraction and k-NN 

classification for an early-stage cancer detection system, a 92% accuracy rate 

was achieved with K-NN. Even more, it is better to add more extracted 

features and to apply the selection function in order to get a more precise BC 

classification. In [91] k-NN has proved its strength in the classification of the 

severity of BC thanks to the use of the NCA technique for the selection of 

features. In [92] also, the used features based on polynomial fitting for values 

of pixel intensities along the long axes starting from the central focus of each 

ROI, there was no need for features of reduction strategies. And because of 

this, the cost of computing is very low although the K-NN has high accuracy 

values. In [88], it can be clearly observed that K-NN achieved greater 

performance than NB. While NB has great precision if the dataset is wider, K-

NN execution time would increase. However, there are limitations in the K-

NN algorithm itself. In recent years, it has been developed primarily in two 

respects first, the combination of K-NN and other technologies, and the 

features of the selection technique may provide a tangible effect on the 

precision of the K-NN for breast cancer prediction in general. 

 

CONCLUSION       
 

Cancer was known to be the leading cause of death in people, especially 

female, which is essentially caused by the abnormal development of cancer 

cells. This paper presented a review of the classification algorithms used to 
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breast cancer by implementing the K-NN algorithm. Each algorithm used a 

different classification technique, and the dataset mostly used differed among 

various studies. To sum it up, the implementation of the using K-NN is 

relatively easy. In terms of accuracy, K-NN gave the most accurate prediction 

(99.12%). For breast cancer diagnostic by using various algorithms in the 

future offers a much more effective and reliable method for identifying the 

illness. 
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